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Abstract—A data center is a physical or virtual central repository for storing, managing, and disseminating data and information related to a particular business, as well as providing computing resources for analyzing stored data. As science and technology of modern society develops, the size of experiment increases, and as the size and amount of data generated through experiments increase exponentially, the computing resources for analyzing this increase are also increasing. As the size of the analytical data increases, the effort and research for efficiently managing the computing resources have been continuously carried out. We also increase the number of experiments we support and the computing resources we need to manage as we grow. Therefore, this paper describes and proposes programs and structures for managing and monitoring increasing computing resources each year.
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1 INTRODUCTION

As you can see from the name GSDC (Global Science Experimental Data hub Center) of KISTI (Korea Institute of Science and Technology Information), we support various experiments from around the world such as ALICE[1] (Large Ion Collider Experiment), CMS[2] (Compact Muon Solenoid), LIGO[3] (Laser Interferometer Gravitational wave Observatory) etc. Because we are supporting not only all the world’s experiments but also domestic experiments, the service environment, structure and requirements are different according to each experiments. In addition, resources for maintaining and providing services are increasing as the size of research, size of generated data, and input / output amount of data for analysis are large. Therefore, there is a lot of difficulty in constructing and managing the equipment in size and configuration changes every year.

In this paper, we introduce a system for managing physical infrastructure and computing resources such as CPU, memory and storage of KISTI-GSDC. The system is expected to solve the underprovisioned rack problem in the datacenter that Gartner analyst David Capuccio addressed at Gartner Symposium / ITxpo 2016[4]. The composition of this paper is as follows. Section 2 describes the concept and structure of the system, Section 3 presents the results and lastly Section 4 presents conclusions and future work.

2 SYSTEM CONCEPT AND ARCHITECTURE

In this section, we discuss the concept and structure of the system to manage the infrastructure of the data center. The front-end of our system is structured as shown in Fig.1.

Front-end systems include IPA[5], which manages user accounts, access to user groups and DNS, and Foreman[6], which helps system administrators provision and manage servers. And RackTable[7], which is a system that manages physical servers that GSDC services. The existing system, RackTables, had difficulty retrieving information about computing resources such as CPU, memory and storage. To solve these problems, we added the ability to query computing resources such as CPU, memory and storage based on the data stored in the database. The results can be viewed
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through a web browser such as chrome, firefox and internet explorer. The structure of the system is shown in Fig. 2. First, it receives information about the device based on the data stored in the database. Second, we use information received to calculate the CPU core, memory information, and disk information in use. Finally, the retrieved result is displayed to the user through a web browser. The database uses mysql, which stores the hardware CPU, memory, and storage information for the device. The computing resources for the experiments being serviced based on the data stored in the database are checked and the results can be confirmed by the users through the php-based web page.

3 RESULT
In this section, we run the system and review its performance. As a result of the system performance, we were able to check the CPU, storage, etc. for each service we support. And you can see how much of your total computing resources are being used Fig. 3 shows an example of the results of running the program.

4 CONCLUSIONS AND FUTURE WORK
In this paper, we propose a system that enables system administrators to easily manage and monitor physical infrastructure and computing resources in the data center, and discussed the concept and system structure of the system. As system administrators have developed to make infrastructure easier and easier to manage, we hope that this system will make it easier for system administrators to manage infrastructure and computing resources. Future work will be to create a system that can identify and monitor more detailed information such as temperature and load for all physical equipment supporting the service. It is not only replacing existing systems, but also being applied to existing and new systems without any problems.
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